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Problem 1.
(a) Maximumtlikelihood decision rule: Decide that (+1,+1,...,+1) is transmitted if

and only if: Pr((\,Y2,...,Yn) IS received|(xxz,...,X)=(+1,+1,...,+1))
2Pr((ynyz,...,yn) is received|(xXz,..., %)=(-1-1,... -1)).
Since (\,Ys,...,yn) are i.i.d. Gaussians with meanand variances?, the decision
rule is equivalent to: Decide that (+1,+1,...,+1) is transmitted if and only if:
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S_o the maxim_undikelihood d_ecoding algorithm is:

Decide that (+1,+1,...,+1) is transmitted if and onIyE y, 20.
i=1

(b) Define:
Py APH0G, Xp1er0X,) = (FLAL. 4D}, Py APH(X, Xy, X,) = (-1 =1,...~D} .

Then clearlyp,,, + p_; =1 and the decoder error probability is:
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We know thatz y, is Gaussian with mean +n en and varianceng”, so
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Pr{zn: Y. <O (X, X,,..0,X,) = (+1,+1,... +1)}
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Similarly, Pr{Zy, >0 (X, XgreerX,) = (-1,-1,....-D} = Q( /ZN ).
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Therefore P, = Q(W/N—b) [Py * Py) = Q| N ~).
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(c) There error probability of uncoded BPSK is also Q( /ZNE*’ ). So they have the
0
same performance.

Problem 2.

Let M be the permutation matrix of the interleavef?, then the generator matrix of the
(8,4) codes (G,IMNMG), which is a 4 by 8 matrix. Notice that each row of G has weight 2,
and each row of1G is also a row in G, so each row ¢&,1G) —which is a codeword-
has weight 4. So we know the minimum distance of the (8,4) c©demost 4.

0 001
0010 :
Let M = then the generator matrix becomes:
0100
1 000
10010101
01100101
(G,NG) = , Which has rank 4. So the code with 1 as the
01 010110
010110001
interleaver will have dimension 4. And by checking the codewords we find that the
0 001
- : . 01 0],
minimum weight of all the non-zero codewords is 4. Sd1 = 01060 is a “best”
1 000

interleaver we are looking for.

( ® Note: ‘ /7is the permutation matrix of the interleavemeans that if the input of the
interleaver is(u,, u,,u,,u,), then the output of the intlraver is(u,,u,,u,,u,)r .)

(Note: A more careful analysis of the code will show that there exist totally four “best”
interleavers, whose corresponding permutation matrices are:

001 0y(OOO11)Y(OO1O0 0 001
0001001 0||0O0O01 q 010
1 000 1000’0100an 0100)
0100){0100){2 000 1 000

Problem 3.



Priu, =alY =y} =——F— Pr{Y— ZPr{Y y|U =u} [(Pr{U =u}

Pr{Y e (a)uuZaPr{Y y|X -uG}D p°(u;).

LetQ(a)AZ Pr{Y = y| X —uG}|_| p°(u;), then

Q(a) = PF{Y =y|X =(a0G}p°(0) +Pr{Y = y| X = (a )G} p°(2),

Q,(a) =Pr{Y = y| X =(0,)G} p°(0) + Pr{Y = y| X = (1,2)G} p° (D).
Then thea posterioriprobability foru; is

A, =lo Pr{u, =0|Y =y} _ p°(0) Q (0)

=log +log :

Pr{u, =1|Y =y} po(l) Q@

and the “extrinsic information” fou; is A% = IogQ( 0)
QM
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Qz( ) 29 ' Qz( ) 211 So /\1 - Iog 2! /\2 - Iogﬁ’ /\1 - Iog4,
N = Iogg)
Problem 4.

(a) Proof: Suppose there are m paths from u to x—Py, P», ..., P, and there are n
paths from y to v—Qq, Qo, ..., Qn. Then the set of paths from u to v through edge

eis:
{PeQ [i=12...m j=12..,n}.
O . (u,v) :iiw(Rer) :iiw(g)w(e)W(Qj) ...... )]
:(i w(P) (e)(i: w(Q j)J ...... 2)
= H(u, JW(E) (Y, V) - Q.E.D.

(b) If we use formula (1), wé have 2mn multiplications and mf additions.
If we use formula (2), we’ll have only 2 multiplications and mzZmadditions.



