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2.1 DFT of phase-shifted vector. Let W =V, = (Vo, Viak, ..., Vp_1a=1) i, W; = Viais
From

n—1
V_vj = E V;Ja”7
=0
and

n—1 n—1
Wi =Y Wia =Y Vo),
i=0 i=0

we find that /VVJ = XA/”H, since the subscripts are taken mod n, and ord(«a) is also n. Thus

~ — ~ ~

V# - W - (WO,Wh .. ~7Wn—1) - (‘7/“ 7% S R Vu_l'_n_l).

2.2 B=a® V= (0,8, 5,0,87) = (0,3%,1,0,62). The polynomial V() is
V(z) = Bz + 22 + %t
Using 173 = V(’), we can calculate the DFT of V:

Vo = p*+1+43%=[0010] = o,

3+ B>+ 3% = [0101] = o®,

3%+ p* + B = [0110] = o,

Vs = B7+p0 48" =[1011] = a7,

V;l — 68+ﬂ8+ﬁ18:ﬁ3:a97

S
[

V= (o, 0®,05 ", a).
The support set of V is I = {1,2,4}, so the locator polynomial for V is

ov(z) = (1+ Bx)(1 + BPz)(1 + p*2) = 1+ o'z + a*2? + aba?,

and the polynomials J@ () for i = 1,2,4 are

03)@) = (1+p%2)(1+ 54@ =1+ o'z + o?2?,
oP(@) = (1+82)(1+ %) =1+al%+ 22,
oW(a) = (14 82)(1+ %) = 1 +a’a +a%a>.



The evaluator polynomial is
wv(z) = ﬂ4a$)($) + O'g) (x) + ﬂ20$) (z) = a + 2%
We can calculate R
ov(z)V(z) = a+2® + ax® + 27,
and (here n = ord(f3) = 5)
wyv ()1 —2") = a+2? + az’® + 2"
Thus the key equation oy (z)V (z) = wy (z)(1 — 2™) also holds here.

Let a be a primitive root in GF(8) satisfying a® = a + 1, and let V = (a, 1,0,0,0,0,0). The
support set of V is I = {0, 1}. Thus the locator polynomial is

o(z)=(1—-2z)(1 - az)=1+a’z + az?
and the evaluator polynomial is
w(z) =l —ax) +1(1 — z) = a® + .

The component of Vs 17j =a+al, so

V= (0?,0,a%,1,02, a5, o).

Since ' ' ) )
ABla+ad™+ala+ad™?) = (' +a®)+ad a4+ 1) =a+ad,

we verified that )

‘7]' == Zai‘/}j—i = a3‘7j—1 + 04‘73'—2
i=1
R-S Decoding. n =T,r =4, R = (a3, 1,a,a?,a3,a,1). The syndrome polynomial is

S(z) = a* + aPz + a®2? + ol

The ged(z", S(x)) gives

? ‘ Us ‘ (% T qi
—1 1 0 xt -
0 0 1| a?+ a8z + aPz? + aba? -
1 1 1+ ax a? + otz + ata? 14+ ax
2 | ot 4z | o® 4Bz + ad2? 14z | o*+a’z

By dego(z) <2 and degw(z) < 1, we get
o(z) = v2(x)/a® = 14+ o’z +a’2?, w(x) =ry/a’ =a® + a’x.
Then we can use either frequency domain or time domain to complete the decoding.

(a) Frequency domain. Using S; = —(015;_1 + 025;_2) = a®(S;_1 + S;_2), we have E=S=
(a*, 02,08, a% a5, a%,0). So E = (0,0,a,a?,0,0,0) and the codeword is

C=R-E=(a1,0,0,0% a,1).



(b) Time domain. Since o(z) = 1+ o’z + o’z = (1 + o2z)(1 + a3z), we have o(a™2) =
o(a™?) =0 and
w(a_Q):l—}—oﬂ:a, By — B

w@3) 1+ab 9
= a’.
o' (a=2) ad a'(a=3) ab

By =—

Thus we also get C=R —E = (a?,1,0,0,0%,, 1).

2.5 R = (1,a,0?, *,%,%, %), 7 = 4. The erasure locator polynomial is

oo(z) = (14 22)(1 + az)(1 + ®2)(1 + of2) = 1 + &’z + a*2? + 23 + o't (1)

and the modified received vector R’ = (1,a,0a?,0,0,0,0). Using R/, we have S(x) = o +
bz + ab2% 4+ of23. Thus

So(z) = S(2)oo(z) mod z* = a® + abz + a®2? + 2.
Since the number of erasures is 4 and r = 4, we have in the key equation
o1(2)So(x) = w(z) (mod z"),
degoi(x) <0 and degw(z) < 3. Thus o1(x) =1 and w(z) = Sp(z), and finally
o(x) = oo(x)oi(z) = oo(x). (2)
Then we can use either frequency domain or time domain to complete the decoding.

(a) Frequency domain. Using S; = a°S;_1 + a*S;_o + S;_3 + a*S;_4, we have E=S=
(a®, a3,0°,a% a8, a3,0). So E = (0,0,0,a% o, o, a%) and the codeword is

C=R-E=(1,a,0% a3 a* a’ ab).

(b) Time domain. From (1) and (2), we have for i € {3,4,5,6}, o(a™%) = 0. Note that
o'(z) = a® + 22, so

B wa™) o —ad, B, wa™) o —at
o(a=3) ab )  «
Es = ——w(aﬂ%) = a—S =a’, FEg= —w(ai(ﬁ) = a_2 =ab.
(a5 1 o(a=b) a3
Thus we also get C = (1,a,a?,a?,a%, a5, ab).



