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Extend probabilisti
 role to all 
omponents
P (D | h = f) de
ides whi
h h (likelihood)
How about P (h = f | D) ?
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The prior
P (h = f | D) requires an additional probability distribution:

P (h = f | D) =
P (D | h = f) P (h = f)

P (D)
∝ P (D | h = f) P (h = f)

P (h = f) is the prior
P (h = f | D) is the posterior
Given the prior, we have the full distribution
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Example of a prior
Consider a per
eptron: h is determined by w = w0, w1, · · · , wd

A possible prior on w: Ea
h wi is independent, uniform over [−1, 1]

This determines the prior over h - P (h = f)

Given D, we 
an 
ompute P (D | h = f)

Putting them together, we get P (h = f | D)

∝ P (h = f)P (D | h = f)
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A prior is an assumption
Even the most �neutral� prior:

x is  unknown
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The true equivalent would be:
x is  unknown
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If we knew the prior
. . . we 
ould 
ompute P (h = f | D) for every h ∈ H

=⇒ we 
an �nd the most probable h given the data
we 
an derive E(h(x)) for every x

we 
an derive the error bar for every x

we 
an derive everything in a prin
ipled way
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When is Bayesian learning justi�ed?
1. The prior is validtrumps all other methods
2. The prior is irrelevantjust a 
omputational 
atalyst
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