RBF network

h(x)

The “features” are exp (—7 |x — p,kHQ)
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Nonlinear transtorm depends on D

—> No longer a linear model
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A bias term (b or wy) is often added
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Compare to neural networks
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RBF network neural network
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Choosing 7y

K
Treating 7y as a parameter to be learned h(x) = Zwk exp (—’Y |x — Mk”z>
k=1

lterative approach (~ EM algorithm in mixture of Gaussians):
1. Fix 7y, solve for wy, -+, wg
2. Fix wy, -+ , Wk, minimize error w.r.t. 7y
We can have a different 7y} for each center iy,
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