Basic RBF model

Fach (x,,yn) € D influences h(x) based on ||x — x,||
— —

radial
Standard form:

N
h(x) = > wn exp (=[x - xa)
n=1 —_—

basis function
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The learning algorithm

N
Finding wq, - -+, wy: h(x) = anexp (_'Y Hx—anQ)
n=1
based on D = (x1,41)," - , (XN, YN)

E,=0: h(x,)=y,forn=1,---,N:

N
Z Ll (€290 (_'7 HXn_XmH2> = Un
m=1
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N
> w,, exp (—v HXn—XmHQ) = n
m=1

2
exp(—7 ||x1 —x1]|)
2
exp(—7 ||x2 — x1]|%)

exp(— [[xx — xi[")

If ® is invertible

The solution

2
exp(— [[x1 = %)
exp(—7 [[x2 = x|

exp(—7 [lxy — xn||°)

w =® 'y | ‘“exact interpolation”

N equations in N unknowns
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The effect of 7y

N
h(x) = > wnexp (— [Ix =)
=1

A

small 7y large 7y

© @ Creator: Yaser Abu-Mostafa - LFD Lecture 16 6/20



©

RBF for classification

h(x) = sign (EN: Wy, €Xp (—7 |x — Xn2))

Learning: ~ linear regression for classitication

N
s =Y wy exp (=[x =%
n=1

Minimize (s —y)? on Dy = %1

h(x) = sign(s)
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Relationship to nearest-neighbor method

Adopt the y value of a nearby point: similar effect by a basis function:
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