The dilemma about K

The following chain of reasoning:

Eout(g)% OUt(g_)% val(g )
(small K) (large K)

highlights the dilemma in selecting K

Can we have K both small and large? ©
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| eave one out

N — 1 points for training, and 1 point for validation!
Dn — (X17 y1)7 SN (Xn—17 yn—1)7 e{n_ayﬁ%a (Xn—|-17 yn—H)a S (XN7 yN)

Final hypothesis learned from D,, is g,

e, = Ewlg,) =el(g,(Xn) Un)

N
L 1
cross validation error: FE,., = —Zen
N 1
mn=—

© 17/22



Illustration of cross validation
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l_Inear:

Constant:

© [ Creator: Yaser Abu-Mostafa - LFD Lecture 13

Model selection using CV

ShY

° o)
=
eli

| 9,

616 )

D

2
63:
|
7
€3
o |
o)

19/22



Cross validation in action

Digits classification task

Symmetry

Average Intensity

(17 L1, 372) . (]-7 L1, L2, QZ’%, L1X2, L
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2, :Ul, :Ul.fEQ, - o
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without validation

Symmetry

~
A L

Average Intensity

En,=0% Eu=2.5%

© [ Creator: Yaser Abu-Mostafa - LFD Lecture 13

The result

with validation

Symmetry

Average Intensity

Ein — 08% Eout — 15%
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| eave more than one out

Leave one out: N training sessions on N — 1 points each

More points for validation?

D
Dy Dy D3 Dy Ds Dg Dy Dg Dy Do
train validate train

% training sessions on N — K points each

10-told cross validation: K = %
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