
Weight `deay'
Minimizing Ein(w) + λ

N
wTw is alled weight deay. Why?

Gradient desent:
w(t + 1) = w(t) − η ∇Ein (

w(t)
)

− 2 η
λ

N
w(t)

= w(t) (1− 2η
λ

N
) − η ∇Ein (

w(t)
)

Applies in neural networks:
wTw =

L
∑

l=1

d(l−1)
∑

i=0

d(l)
∑

j=1

(

w
(l)
ij

)2
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Variations of weight deay
Emphasis of ertain weights: Q

∑

q=0

γq w2
q

Examples: γq = 2q =⇒ low-order �t
γq = 2−q =⇒ high-order �t
Neural networks: di�erent layers get di�erent γ's
Tikhonov regularizer: wTΓTΓw
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Even weight growth!
We `onstrain' the weights to be large - bad!
Pratial rule:

stohasti noise is `high-frequeny'
deterministi noise is also non-smooth

=⇒ onstrain learning towards smoother hypotheses

PSfrag replaements

Regularization Parameter, λ

Expe
tedE

out weight growth
weight deay

00.511.500.511.522.533.54
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