How to minimize FE;,

For logistic regression,

1 N
Buw) = 13 (14 o)

n=1

Compare to linear regression:
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Ein( — N nE_:l W Xp — yn)
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«— Iterative solution

«—— closed-form solution

18/24



lterative method: gradient descent

General method for nonlinear optimization Em(W)
Lﬁi

Start at w(0); take a step along steepest slope -
O
LU

Fixed step size: w(l) = w(0) +n Vv =

What is the direction v?

Weights, w
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Formula for the direction v

AE’in — Em(W(O) + 77‘7) - EID(W(O))
— §VEu(w(0))"V 4+ O(1)
> —n||VEy,(w(0))|

Since V is a unit vector,

VEm(W(O))
IV Ei(w(0))]

vV =
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Fixed-size step?

How 7) affects the algorithm:

large 1

small n

In-sample Error, Ej,
In-sample Error, Fi,
In-sample Error, i,

Weights, w Weights, w Weights, w
1) too small 1 too large variable 1 — just right

1) should increase with the slope
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Easy implementation

Instead of
Aw = 9 v
) YEu/w(0)
IV Ei(w(0))]
Have
Aw = —1n VE,(w(0))

Fixed learning rate 7

22/24



