
De�nition of VC dimension
The VC dimension of a hypothesis set H, denoted by dv(H), is

the largest value of N for whih mH(N) = 2N

�the most points H an shatter�
N ≤ dv(H) =⇒ H an shatter N points
k > dv(H) =⇒ k is a break point for H
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The growth funtion
In terms of a break point k:

mH(N) ≤
k−1∑

i=0

(
N

i

)

In terms of the VC dimension dv:
mH(N) ≤

dv∑

i=0

(
N

i

)

︸ ︷︷ ︸maximum power is N dv
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Examples
• H is positive rays: •

dv = 1

• H is 2D pereptrons: •

dv = 3 • •

• H is onvex sets:
dv = ∞
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VC dimension and learning
dv(H) is �nite =⇒ g ∈ H will generalize
• Independent of the learning algorithm
• Independent of the input distribution
• Independent of the target funtion HYPOTHESIS   SET
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