
Noisy targets
The `target funtion' is not always a funtion
Consider the redit-ard approval:

age 23 yearsannual salary $30,000years in residene 1 yearyears in job 1 yearurrent debt $15,000
· · · · · ·

two `idential' ustomers −→ two di�erent behaviors
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Target `distribution'
Instead of y = f(x), we use target distribution:

P (y | x)

(x, y) is now generated by the joint distribution:
P (x)P (y | x)

Noisy target = deterministi target f(x) = E(y|x) plus noise y − f(x)

Deterministi target is a speial ase of noisy target:
P (y | x) is zero exept for y = f(x)
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The learning diagram - inluding noisy target
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Distintion between P (y|x) and P (x)
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Both onvey probabilisti aspets of x and y

The target distribution P (y | x)is what we are trying to learn
The input distribution P (x)quanti�es relative importane of x
Merging P (x)P (y|x) as P (x, y)mixes the two onepts
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