
Conne
tion to learning
Hi

Hi

h f x(  )=  (  )

h f xx(  )=  (  )

xBin: The unknown is a number µ

Learning: The unknown is a fun
tion f : X → Y

Ea
h marble • is a point x ∈ X

• : Hypothesis got it right h(x)=f(x)

• : Hypothesis got it wrong h(x)6=f(x)


© AM
L Creator: Yaser Abu-Mostafa - LFD Le
ture 2 7/17



Ba
k to the learning diagram
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The bin analogy:Hi

Hi

X
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Are we done?
Hi

Hi

h f x(  )=  (  )

h f xx(  )=  (  )

xNot so fast! h is �xed.
For this h, ν generalizes to µ.
`veri�
ation' of h, not learning
No guarantee ν will be small.
We need to 
hoose from multiple h's.
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